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Abstract – In this recent scenario, the research towards the area of text mining in biosciences are lacking.  This paper 
is based on the survey made in biosciences using text mining in the document world. The data which do not have clear 
classification and answers can also be implemented and evaluated successfully by clustering. Now, analyzing the data 
plays a vital role which is done by information retrieval. Errors and evaluation has to be minimized and validated for 
accurate and immediate goal. This paper discusses various techniques that can be integrated with this 
multidisciplinary field of Text Mining. The different methods used by the researchers are discussed in this work.  
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——————————      —————————— 

1. Introduction 

Text mining plays a vital role in the field of 
research as most of the information available 
in various sources is  in the form of text and 
more than 80% of the data are in 
unstructured form. The main task of text 
mining starts with structuring the 
unstructured text, discovering the patterns 
from the structured text and then evaluating 
the output.The structured data stored in the 
database is then used for data mining [1]. 
Data mining tools are designed to work on 
structured data (data bases) or XML files 
where as Text mining tools can handle 
unstructured or semi-structured data sets like 
HTML files, emails , full-text documents. 
For text related research integration of Text 
mining and Data mining (“Duo-mining” ) 
would be a better solution[2]. Text Mining 
involves extracting information from various 
sources automatically  and discovering new  
previously unknown information[3]. The 
goal of IE is to find specific information 
from Natural language text. The entities, 
events, attributes that are extracted using IE 
approach are stored into the database on 
which Data Mining techniques can be 

applied.[4] Text is checked and make sure 
whether it is grammatically correct and 
fluent enough by Natural Language 
Generation(NLG). For this purpose NLG 
uses Syntactic realizer (Example application 
is Machine translation system). Natural 
Language Understanding (NLU) is used to 
compute meaning representation. 
Tokenization , morphological or lexical 
analysis , syntactic analysis and semantic 
analysis are the components that can be used 
with NLU[5]. 
The Natural Language Processing is used to 
design and build a computer system to 
analyze and generate structured text[6][7]. 
Information Extraction is used to extract 
structured information ( entities, facts, 
relationships ) automatically. The main 
focus of IE is collecting , organizing 
information and application of information 
to answer questions.[8]. Most of the IE are 
developed using the following steps[9][10]: 
Text Pre-processing, Rule Selection, Rule 
Application. IE uses Pattern Matching 
method to identify key phrases and 
relationship with in a text document.  Pattern 
Matching is the process of matching 
predefined sequences of text with the text 
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given by the user. To analyze large set of 
text data this technique can be used. The 
information extracted and stored in 
structured database need to be post- 
processed[11[12]. In Information Retrieval 
approach , based on user’s query the 
relevant documents are located from a 
document collection. The two basic 
measures used for accessing the quality of 
text retrieval are  Precision and Recall.  
Precision is the percentage of retrieved 
documents that are in fact relevant to the 
query.  Recall is the percentage of 
documents  that are relevant to the  query 
and were in fact retrieved[13]. Topic 
tracking maintains the topic searched by 
user. The related documents to the previous 
documents are predicted effectively by the 
system next time [14] Companies can use 
this topic tracking to alert from a competitor. 
Some of the approaches that have been used 
for Topic tracking approach are 
VSM(Vector Space Model), Hierarchical 
clustering, Named Entity Recognition , etc., 
Topic tracking system can be used in the 
field of  Medical industry to track patients 
condition and the treatment to be taken,  in 
business to get the details  of their  company 
products and in  News industry to check the 
articles consisting  of same events. 

2. Proposed System 

2,1 Objectives 

 To help biomedical researchers to 
extract knowledge from the 
biomedical literature to make new 
discovery in efficient way.  

 To provide some ability to identify 
the relationship between entities  

a. Genes and other factors that 
cause disease 

b. Root  cause and disease  
 
2.2 Techniques of the Proposed System 
 

 

2.3 Performance analysis   table 

         The following table presents the data set , techniques/methods used and the precision and 
recall percentage obtained by different researchers. 
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Techniques/Methods , Precision and Recall Percentage analysis Table: 

S.No Author Year Method used Dataset Precision Recall 

1. Chade-Meng 
Tan et al. 

1998 Naïve Bayes Yahoo-Science 
Reuters-21578 

65.1% 
 
90.8% 

76.7% 
 
57.6% 

2. Dr.Ahmed 
T.Shadiq et al. 

2013  Rough set theory Different 
categories  of 
documents 
 
Comp.Science 
       A I 
      Database 
       Security 
 
Mathematics 
      Algebra 
      Statistics 
 

 
 
 
 
 
100% 
95.65% 
83.33% 
 
 
100% 
95.23% 
 

 
 
 
 
 
100% 
100% 
95.23% 
 
 
100% 
90.90% 

3. Wongkot Sriurai 2011 LDA 
Topic-model 
Approach 

Collectionof 
documents 
 
Topic-Model 
     NB 
    DTree 
    SVM  

 
 
 
 
67.6% 
72.5% 
80% 

 
 
 
 
69.6% 
71.2% 
78% 
 

4. Alan Ritter et al. 2012 Information 
extraction 
TWICAL approach 

Twitter 56% 74% 

5. Apte’ et al. 1998 Decision  Trees and 
Decision Rules 

Reuters-21578 87.8% 87.8% 

6. Nitin Jindal  2006 Supervised learning 
approach 

News articles, 
customer reviews 
on products,  
Internet forum 
postings 

 
 
79% 

 
 
81% 

7. Fukuda.K et al.    - Information 
Extraction 

Medical articles 94.70% 98.84% 

8. Johannes 
Furnkranz 

   - Information 
Extraction 

20 Newsgroups  
Reuters-21578 

76.71% 83.42% 

9. Schutze.H 2003 Information 
Extraction 

Tipster Corpus 36.78% - 
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10. Lewis.DD    - Information 
Extraction 

Reuters-21,450 65% - 

11. Daniel M. 
McDonald et al. 

2004 Semantic & syntax  
hybrid system 

PubMed articles 89% 61% 

12. Mathieu Roche 
et al. 

2008 Named Entity 
Recognition 

Medline abstracts 66.7% 80% 

13. Zhou et al. 2004 Hidden Markov 
model 

GENIA corpus 66.5% 66% 

14. Chang et al. 2002 Statistical learning 
algorithm 

Medstract corpus 96% 84% 

15. Hanisch et  al 2003 Information 
Extraction 

Complete 
Dictionary 

95% 90% 

16. Yu & Agichtein 2003 Machine learning 
techniques  

Biological journal 
articles 

90% 80% 

17. L. Tanabe et al. 2002 Rule–based 
approach 

Medline articles 61% 35% 

18. Eskin & 
Agichtein 

    
2004 

Text & Sequence 
Mining with SVM 

SWISS-PROT 87% 71% 

19. Khaled Khelif et 
al. 

 -
2007 

Ontology based 
semantic annotations 

Biological 
Documents 

83.6% 60.8% 

20. David P.A 
Corney et al. 

    - Information 
Extraction 

BioMed articles 39% 48% 

21. Schwartz et al. 2003 Information 
Extraction 

Medline abstracts 96% 82% 

22. Gaizauskas et al. 2003 Information 
Extraction 

PASTA Corpus 82% 84% 

23. Chen and 
Friedman 

2004 Named Entity 
Recognition 

MedLee system 64.0% 77.1% 

24. Donaldson et al. 2003 Support Vector  
Machine 

Medline abstracts 96% 84% 

25. K.Mythili et al. 2012 Pattern Taxonomy  
Model, D-Pattern 
Discovery 

Document  
collection 

70% 68% 

 
 

 

 

 

3. Technologies that can be 
integrated with Text Mining 
 

3.1 Document Classification 
Text categorization is used wisely but 
maladroit , for document classification. 
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Standard documentation method organizes 
documents  into folders, each folder for each 
concept.  
3.2 Information Retrieval 
Information Retrieval is the term commonly 
related with online documents. A basic 
concept is measuring similarity a 
comparison is made between two documents 
measuring how similar the documents are. 
3.3 Clustering 
Clustering is parallel to assigning the labels 
needed for text categorization. By 
implementing the different keywords that 
characterize a cluster by the clustering 
algorithm. 
3.4 Information Extraction 
To make the structured text, the proposed 
system implements a superficial 
representation that measures the single 
occurrence of words.IE is the subfield of 
text mining that attempts to move text 
mining onto an equal foothold with the 
organized world of data mining. 
 
 
         4.Prediction and Evaluation 
 
The basic concept of prediction in our 
proposed system is the measurement of 
error. The system helps to determine 
whether the predicted answer is ‘right or 
wrong’ and also determines the measures of  
validity are primarily important to document 
analysis. 
                5.Conclusion 
 
There is a great need of text analysis tool to 
discover and extract the massive wealth of 
hidden knowledge embedded in the digital 
data. Text Mining  is  an intelligent text 
analysis tool to extract the useful 
information from the natural language text  
and it is known as Knowledge Discovery in 
Text(KDT).This paper briefly discusses the 
concept of Text Mining in biosciences and 
various datasets  involved with Text Mining. 

Techniques and methods used in this most 
popular research field by different 
researchers for different applications are 
discussed to get more information about this 
domain. In future study the proposed system 
will be extended to cluster the data using 
fuzzy clustering algorithm and to predict and 
evaluate the clustered data; the same can be 
implemented using neural networks. 
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